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Abstract. Traditionally spam has been considered as an inconvenience requiring workers to sift 
through and delete large numbers of e-mail messages per day. However, new developments and 

the Internet have dramatically transformed the world and over the last number of years a situation 
has been reached where inboxes have been flooded with unsolicited messages. This has caused 
spam to evolve into a serious security risk with prominent threats such as spreading of viruses, 
server problems, productivity threats, hacking and phishing etc. To combat these and other related 
threats, efficient security controls such as spam filters, should be implemented. In this paper the 
use of a Generalized Additive Neural Network (GANN), as a spam filter, is investigated. A 
GANN is a novel neural network implementation of a Generalized Additive Model and offers a 
number of advantages compared to neural networks in general. The performance of the GANN is 
assessed on three publicly available spam corpora and results, based on a specific classification 

performance measure, are presented. The results showed that the GANN classifier produces very 
accurate results and may outperform other techniques in the literature by a large margin. 
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Introduction 

Undesired electronic messages have become a serious concern with spam comprising up 

to 88-90% of the total amount of e-mail messages (MAAWG, 2011). Several problems are 

caused by spam with some producing direct financial losses (Blanzieri and Bryl, 2008). 

More precisely, computational power, storage space and traffic are misused (Siponen 

and Stucke, 2006); additional mail must be sorted and looked through which irritates 

users and results in a loss of work productivity and time; many users claim spam violates 

their privacy rights (Siponen and Stucke, 2006); finally, legal problems are caused by 

spam which advertises pyramid schemes, pornography etc. (Moustakas et al., 2005). 

Various definitions of what spam (junk mail) is and how it differs from legitimate mail 

(genuine mail, ham or non-spam) can be found (Blanzieri & Bryl, 2008). Androutsopoulos 

et al. (2000a) characterizes spam as “unsolicited bulk e-mail”. 
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Spam is no longer just considered as an invasive annoyance or a problem of convenience 

but it is regarded and accepted as an issue which poses a considerable security risk to 

enterprises. This view is due to the fact that spam is used, amongst other things, for 

spreading computer viruses and as a deceptive method of obtaining sensitive information. It 

has already been reported that about ninety percent of companies agreed that spam 

makes their companies more vulnerable to security threats (CNET News, 2004). More 

recent surveys and reports support this point of view (Jansson, 2011); (Deloitte Touche, 
2011); (Ernst & Young, 2011). It has therefore become imperative to ensure that proper 

policies and controls are in place to mitigate the security risks associated with spam. 

One important control is the detection and management of spam messages. In this paper 

a Generalized Additive Neural Network (GANN) model is applied to three publicly 

available spam corpora to provide insight into the feasibility of using a GANN to filter 

spam messages. 
The rest of the paper is organized as follows. First, the GANN architecture which is 

the neural network implementation of a Generalized Additive Model is discussed. Next, 

the three publicly available corpora are introduced. An experiment to classify incoming 

spam e-mail to determine the predictive accuracy of the GANN architecture is described. As 

preprocessing steps, vector representations of the messages are constructed and feature 
selection is performed. In addition, the GANN is compared to a Naïve Bayesian classifier 

as well as a Memory-based technique. Results obtained are analysed and some conclusions 

are presented in the last section. 

The Generalized Additive Neural Network Architecture 

Filtering is often used as a solution to the spam problem. To arrive at a spam filter, a 

decision function f must be obtained that automatically classifies a given e-mail message 

m as spam (S) or legitimate mail (L) (Blanzieri and Bryl, 2008): 
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where m is the message to be classified,   is a vector of parameters and S and L are labels 

assigned to the messages. Spam filters are usually based on machine learning classification 

techniques. The vector of parameters   is the result of training the classifier on a 

pre-collected dataset: 
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where m1,m2, . . . ,mn are messages collected previously, y1, y2, . . . , yn are the corresponding 

labels, and is the training function. 

A Generalized Additive Model (GAM) is defined as  
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where the expected target on the link scale is expressed as the sum of unspecified univariate 

functions (Wood, 2006); (Hastie and Tibshirani, 1990); (Hastie and Tibshirani, 1986). 

Each univariate function can be regarded as the effect of the corresponding input while 

holding the other inputs constant. When a GAM is implemented as a neural network it 

is called a Generalized Additive Neural Network (GANN) (Potts, 1999).  

The main architecture of a GANN is comprised of a separate Multilayer Perceptron 

Neural Network (MLP) with a single hidden layer of h units for each input variable: 
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The individual bias terms of the outputs are incorporated into the overall bias 
0 . 

Each individual univariate function contains 3h parameters, where h, the number of 

hidden neurons, could be different across inputs. This architecture can be extended to 

include an additional parameter for a direct connection (skip layer):  
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A backfitting algorithm is used by Hastie and Tibshirani (1986, 1990) to estimate the 

individual univariate functions fj. Backfitting is not required for GANNs. Any method 

that is suitable for fitting more general MLPs can be utilized to simultaneously estimate 

the parameters of GANN models. The usual optimization and model complexity issues 

also apply to GANN models.  
Currently, two algorithms exist to estimate GANN models. An interactive construction 

algorithm that makes use of visual diagnostics to determine the complexity of each 

univariate function was suggested by Potts (1999). When GANNs are constructed inter-

actively, human judgment is required to interpret partial residual plots. For a large number 

of inputs this can become a daunting and time consuming task. Also, human judgment is 

subjective which may result in the creation of models that are suboptimal. Consequently, 

Du Toit (2006) developed an automated method based on the search for models using 

cross-validation or objective model selection criteria. With this approach, partial residual 

plots are used as a tool to provide insight into the models constructed and not primarily 

for model building. When given adequate time to evaluate candidate models, this best-first 

search technique is complete and optimal. Du Toit showed the algorithm is powerful, 
effective and produces results comparable to other non-linear model selection techniques 

found in the literature. 

Prior to discussing the Naïve Bayesian classifier and the Memory-based classifier to 

which the results of the GANN will be compared, specific vector notation to represent 

e-mail messages will be given. In addition, the Ecue, Ling-Spam and PU1 spam collections 

and the preprocessing steps performed on the corpora are considered next.  

Corpora Collection and Preprocessing 

The Ecue collection (Delany et al., 2006), Ling-Spam collection (Androutsopoulos et al., 

2000b) and PU1 corpus (Androutsopoulos et al., 2000a) were used in the experiments. 
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As in Sahami et al. (1998) a vector representation X = (x1,x2,...,xn) is constructed for 

every message in the three corpora where x1,x2,...,xn denote the values of attributes 

X1,X2,...,Xn. These values are binary with Xi = 1 if some characteristic corresponding to 

Xi is present in the message and Xi = 0 otherwise. For the experiments, each attribute 

indicates whether a particular word (e.g. money) can be found in the message.  

Feature selection is performed by ranking the candidate attributes by their Information 

Gain (IG) (Blanzieri and Bryl, 2008) values and choosing those attributes with the highest 
IG scores.  

Naïve Bayesian and Memory-Based Classification 

For the experiments, the GANN is compared to a standard Naïve Bayesian classifier 

(Han and Kamber, 2012) utilized by Androutsopoulos et al. (2000b) as well as a 

Memory-based technique implemented by the TiMBL system which was applied by 

Androutsopoulos et al. (2000b) to the Ling-Spam corpus. Different nearest neighbourhoods 
(1, 2, and 10) were chosen for the TiMBL classifier. 

Classiffication Performance Measure 

The total cost ratio (TCR) enables the performance of a filter to be easily compared to 

that of the baseline where no filter is present (Androutsopoulos et al., 2000b). Higher 

TCR values suggest better performance. When TCR < 1 it is better not to utilize the filter 

(baseline approach). An intuitive meaning of TCR can be obtained by assuming cost is 

proportional to wasted time. Therefore, TCR measures how much time is spend manually 
deleting spam messages when no filter is used compared to the time spend manually 

deleting spam messages that passed the filter plus time needed to recover from legitimate 

messages mistakenly blocked.  

Experimental Results 

In the experiments a parameter was used to denote the cost of misclassification. For this 

paper the parameter ( ) was set to 1 and the number of selected attributes by Information 

Gain ranged from 25 to 100 in steps of 25. With = 1 it is assumed the cost of misclas-
sification is equal for the two types of errors (L classified as S or S classified as L). In 

all the experiments, 10-fold cross-validation were performed.  

Figure 1 and Table 1 show the results obtained by the GANN model on the three 

corpora respectively. The GANN improves significantly on the baseline (TCR = 1.0) 

and produces very accurate results (high TCR values) on all three corpora. Moreover, 

the GANN outperforms the other two techniques by a large margin on the Ling-Spam 

corpus (Table 1). From Figure 1 it can be perceived that the GANN demonstrates a 

trend of highly accurate performance on spam corpora. Table 1 also shows the best re-

sults obtained by the GANN model on the Ecue and PU1 corpora respectively.  
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Figure 1. TCR scores obtained by the GANN on all three corpora with = 1. 

 

Table 1. TCR scores obtained by the GANN compared to other filters. 

Filter used Corpus 
 

# Attributes TCR 

Naïve Bayesian Ling-Spam 1 100 5.41 

TiMBL(1) Ling-Spam 1 50 5.35 

TiMBL(2) Ling-Spam 1 50 5.12 

TiMBL(10) Ling-Spam 1 100 1.52 

GANN Ling-Spam 1 100 26.71 

GANN Ecue 1 100 18.106 

GANN PU1 1 100 53.438 

Baseline (no filter) - - - 1 
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Conclusions 

Modern technology and the Internet have transformed the world into something where 

constant communication is possible. All these new communication channels allow e-mail 

messages to be sent to anyone thousands of kilometres away. Unfortunately this freedom of 

communication can be exploited and unsolicited messages, or spam, are now accepted 

as an issue which poses a considerable risk to enterprises. Spam and its associated risks 
are considered as part of the dark side of the Internet (Kim et al., 2011) due to its illegal, 

unethical, or at least reprehensible elements.  

In this paper the Generalized Additive Neural Network (GANN) was evaluated as a 

spam filter. The GANN is relatively unknown and has a number of favourable properties 

which makes it a suitable candidate for spam detection (Potts, 1999). These promising 

features motivated the application of GANNs to the domain of spam filtering. Periodically 

updating the GANN model automatically ensures the filter stays accurate. The GANN 

model was applied to three publicly available corpora and, based on a cost-sensitive 

measure, it proves to be very accurate. The findings in the paper suggest that the GANN 

model can be used successfully as an anti-spam filter and that significant results can be 

obtained.  
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